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Introduction

• Context: traffic lights management
in a single four-way intersection
• Goal: design, experiment and evaluate

a deep reinforcement learning agent for
this task employing a plausible 
experimental setting
• Reinforcement learning: machine 

learning area dealing with studying how 
agents choose actions in an environment 
to maximise the cumulative reward, that 
supposedly leads to achieving a given 
objective
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Environment
• A four-way intersection

• Implementation: SUMO microscopic traffic simulator
• Reproduces realistically the traffic dynamics in 

the intersection
• Can be accessed and controlled via a

well-defined API
• Simulation step: 1 second (not necessarily the

same timestep of TL agent decision!)

• TL agent manages the traffic lights, whereas
SUMO agents manage individual vehicles

• TL agent goals: choose the most appropriate 
semaphore phase (1 among a fixed set of allowed 
configurations), in order to maximise the efficiency 
of the intersection
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State of the environment

Vehicle presence cell – Total 80 cells

• 1 - at least one vehicle is present

• 0 - otherwise

• Discretization of the environment
• Modelling choices are plausible 

considering actual implementation 
limits…
• … some papers in the literature use 

SUMO UI as an input to the traffic 
light agent!

• Our parsimony could even be excessive
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Actions
North-South North-South left turn East-West left turnEast-West

• Green light: 10 seconds

• Yellow light: 4 seconds
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Reward

2 s

𝒓𝒕 = 0.9 ∗ 𝒕𝒘𝒕𝒕&𝟏 − 𝒕𝒘𝒕𝒕
𝑡𝑤𝑡+ =,

-.

𝑤𝑡(-.,+) 𝑣′:

Used metric: total waiting time 

18 s

16 s

0 s 𝑡𝑤𝑡+&5 =  18 + 2 = 20 s

Timestep: 𝑡 − 1 Timestep: 𝑡

𝑡𝑤𝑡+ =  16 s

𝑟+ = 0.9 ∗ 20 - 16 = 2

Vehicles that 
are waiting

Baseline (literature) reward function:
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Issue detected within the experimentation phase:
• Total waiting time for vehicles is provided by SUMO via its API; 
• SUMO’s interpretation is to compute it since the last stop of the vehicle… but if the queue is long, 

the vehicle will stop even several times waiting to cross the intersection
• We introduced an additional metric (accumulated total waiting time - atwt), considering the time 

spent by a vehicle within a scenario moving with a velocity lower than a given threshold (for the 
present work 0.1 m/s)

𝒓𝒕 = 𝒂𝒕𝒘𝒕𝒕&𝟏 − 𝒂𝒕𝒘𝒕𝒕Alternative reward function:



Q-Learning

Expected value of the 
execution of action 𝑎 in 

state 𝑠

𝑄 𝑠, 𝑎 = 𝑟 + 𝜑 𝑚𝑎𝑥@A 𝑄′(𝑠., 𝑎.)

• Q-value = value of an action at a given time

• Action choice criterion: every timestep, choose the action 𝒂 maximizing 𝑸 𝒔, 𝒂

Immediate 
reward

Future reward 
discount factor 

[0:1]

Maximum value of 
actions in the next 

state

Elements considered 
in the fuction:

Maximise 𝑄 𝑠, 𝑎 à follow the best line of action that was learned so far

Action selection policy actually based on 𝜀-greedy exploration policy (gradually switch from 
exclusively exploring the effects of actions to exclusively exploiting the acquired information)
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Deep neural network

• The state space is very large è Deep neural network (fully connected)
• Goal: approximate 𝑸 𝒔, 𝒂
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Information acquisition for training

• Problem: environment states highly correlated among them, training with 
sequential information (with this network architecture) is not effective

• Solution: train using acquired experience (experience replay), not immediately 
acquired episodes. A memorization mechanism is required

Neural 
network
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Actual training phase
• Memory capacity: 50000 samples
• Oldest sample removed to accommodate

the new one

• Training instance: random sampling the 
memory
• Takes place every step
• Batch size: 100 samples

𝒔𝒕 𝒂𝒕 𝒔𝒕E𝟏 𝒓𝒕E𝟏 𝑄 𝒔𝒕, 𝒂𝒕 = 𝒓𝒕E𝟏 + g ∗ 𝑚𝑎𝑥( 𝑄. 𝒔𝒕E𝟏, 𝑎+E5 )

Training: for each sample, expected Q-values are updated using the information present in the 
sample

Sample Q-values update 
Neural 

network𝑠+ 𝑄 𝑠+, 𝑎+

Neural network training
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RL Agent Static Traffic Light

Qualitative results



Quantitative results: simulation setup

• Episode = 1 h 30 min

• Total episodes = 1600 

§ Overall  time equivalent= 100 days

§ Training duration about 8 hours

§ Can be improved significantly…

4  Traffic scenarios considered

• High Traffic – 4000 vehicles

• Low Traffic – 600 vehicles

• North-South Traffic – 2000 vehicles

• East-West Traffic – 2000 vehicles

• Cyclic switching of scenarios
• Vehicle origin and destination 

randomly chosen
• Timing of generation of vehicles 

within an episode according to 
Weibull distribution
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Quantitative results: performance evaluation

Static traffic light (STL)

Phase Duration (s)

North-South 30

North-South left turn 15

East-West 30

East-West left turn 15

Yellow 4

Evaluation metrics

• 𝑡𝑤𝑡 - Total wait time

o Sum of all waiting times for all 

vehicles in a given episode

• 𝑎𝑤𝑡/𝑣 - Average wait time / vehicle

Ø Overall results averaged out from more 

evaluation runs

5 episodes for evaluation
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Quantitative results
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try to optimize the Q-values by exploiting the knowledge
learnined so far. The fact that the agent with the alternative
reward function has a better reward curve overall is not a
strong evidence of a better performance, since haveing two
different reward functions means that different reward values
are produced. The performance difference will be discussed
later during the static traffic light benchmark.

Fig. 10. Cumulative negative reward of both agents per episode during the
training in the Low-traffic scenario.

Figure 11 shows the same training data as Figure 10, but
referred to the High-traffic scenario. In this scenario, the agent
with the literature reward shows a significantly unstable reward
curve, while the other agent’s trend is stable. This behavior is
caused by the choiche of using the waiting time of vehicles as a
metric for the reward function, which in situations with long
queues causes the aquisition of misleading rewards. In fact,
by using the accumulated waiting time like in the alternative
reward function, vehicles does not resets their waiting times
by simply advancing through the queue. As Figure 11 shows,
the alternative reward function produces a more stable policy.
In the NS-traffic and EW-traffic scenarios, both agents perform
well since it is a simpler task to exploit.

Fig. 11. Cumulative negative reward of both agents per episode during the
training in the High-traffic scenario.

In order to truly analyze which agent achieve better perfor-
mance, a comparison between the agents and a Static Traffic
Light (STL) is presented. The STL has the same layout of
the agents and it cycle through the 4 phases always in the
following order: [NSA�NSLA�EWA�EWLA]. Moreover,
every phase has a fixed duration and they are inspired by those

on real-world static traffic lights [19]. In particular, the phases
NSA and EWA lasts 30 seconds, the phases NSLA and EWLA
lasts 15 seconds and the yellow phase is the same as the agent,
which is 4 seconds.

In Table I are shown the performance of the two agents,
compared to the STL. The metric used to measure the per-
formance difference are the cumulative wait time and the
average wait time per vehicle. The cumulative wait time is
defined as the sum of all waiting times of every car during
the episode, while the average waiting time per vehicle is
defined as the average amount of seconds spent by a vehicle
in a steady position during the episode. These measures are
gathered across 5 episodes and then averaged.

Literature reward
agent

Alternative reward
agent

Low-traffic scenario
cwt -30 -47

awt/v -29 -45

High-traffic scenario
cwt +145 +26

awt/v +136 +25

NS-traffic scenario
cwt -50 -62

awt/v -47 -56

EW-traffic scenario
cwt -65 -65

awt/v -59 -58
TABLE I

AGENTS PERFORMANCE OVERVIEW, PERCENTAGE VARIATIONS
COMPARED TO STL (LOWER IS BETTER).

In general, the alternative reward agent achieves a better
traffic efficiency compared to the literature agent: this is a
consequence of the adoption of a reward function (accumu-
lated waiting time) that more properly discounts waiting times
exceeding a single traffic light cycle. Considering just the
waiting time starting from the last stop of the vehicles, leads
to not sufficiently emphasize the usefulness of keeping longer
light cycles, introducing too many yellow lights situations
and changes, that are effective in low or medium traffic
situations. The fact that the agent is more effectine in low
to medium traffic situations, leads to think that an easy and
almost immediate opportunity would be to separately develop
agents devoted to different traffic situations, having a sort of
controller that monitors the traffic flow and that selects the
most appropriate agent configuration. This experimentation
also leads to consider that, however, additional improvements
would be possible by (i) improving the learning approach
to achieve a more stable and faster convergence, (ii) further
improving the reward fuction to better describe the desired
behaviour and to influence the average cycle lengths, that is
more fruitfully short in low traffic situation and long whenever
the traffic condition worsens.
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• The RL agent is able to 
opportunistically choose appropriate 
actions in low to medium demand 
situations

• In high traffic, (and especially long) 
fixed cycles actually outperform the 
RL agent

• The choice of a proper reward 
function has dramatic implications



Conclusions

RL agent is able to 
outperform the baseline 

static traffic light

•Modelling experience and knowledge is beneficial or even necessary even when employing ML 
techniques

•… in particular it avoids making unreasonable assumptions on the environment state 
representation

The choice of a proper 
reward function has 

potentially impressive 
implications on the 

achieved results

•To improve the RL approach (improve the neural network, improve the state representation –
we’ve been pretty conservative, additional information would improve results significantly, 
explore alternative reward functions…)

•To extend the studied context (towards a MAS, multiple intersections…)
•To experiment the approach in a real-world scenario (still in silico, first)
•To study the co-evolution of an overall system in which both the traffic lights and the vehicles can 
adapt to perceived changes!

This work is a good 
starting point for further 

explorations…
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